Optimización de portafolios accionarios a través de un micro algoritmo genético

RESUMEN

Esta investigación muestra la optimización de portafolios accionarios mediante micro-algoritmos genéticos, que resuelven el modelo de selección de inversiones planteado por Markowitz, como una optimización multi-objetivo, en donde se maximiza la rentabilidad y se minimiza el riesgo. Lo que implica, realizar una negociación entre ambos objetivos y buscar las soluciones óptimas. La resolución de este problema requiere de un algoritmo genético para optimización multi-objetivo basado en óptimos de Pareto. Los resultados obtenidos señalan que esta aplicación es más eficiente que otros procesos de similares características (Non-dominated Sorting Genetic Algorithm II (NSGA II) y Pareto Archive Evolution Strategy (PAES)), pero debido al periodo de tiempo y las características del mercado local, su poder de predicción es bajo.
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INTRODUCCION

La gran mayoría de los problemas del mundo real son multi-objetivos. Estos problemas consideran varios objetivos que generalmente están en conflicto y además deben ser satisfechos al mismo tiempo. La computación evolutiva es un conjuto de algoritmos que presentan una serie de características que permiten explorar espacios de búsqueda de soluciones óptimas, utilizando principios biológicos, cuya eficacia y eficiencia ha sido aplicada y probada en diversos problemas. Desde hace pocos años la computación natural se está aplicando en la optimización de soluciones a problemas con múltiples objetivos.

Por otra parte, se puede dividir la historia de las finanzas a partir de 1952, año en que Markowitz y otros desarrollaron estudios de selección de portafolios, diversificando las inversiones para disminuir el riesgo, estableciendo la base para inversionistas adversos al riesgo que prefieren mantener portafolios de activos, en vez de activos individuales. En este planteamiento encontramos dos objetivos en conflicto, por un lado se busca la mayor rentabilidad y por otra parte el menor riesgo, lo que genera una zona de negociación que permite encontrar el óptimo de inversión dependiendo de la tolerancia al riesgo que tengan los inversionistas. Para resolver este conflicto podemos recurrir a la programación multi-objetivos que se sustenta en algoritmos inteligentes.

Existen algunas investigaciones previas que han utilizado Algoritmos evolutivos en el área financiera. Vedaraian et al. (1997) utilizan el NSGA para Optimización de Inversión en Portafolios accionarios, en donde, dos objetivos son inicialmente considerados: maximizar el retorno esperado y minimizar el riesgo, posteriormente se agrega el objetivo de minimizar los costos de transacción. Los resultados son comparados con el uso de un Algoritmo Genético (AG) con una combinación lineal de ponderaciones y utilizando programación cuadrática. El proceso es aplicado a un portafolio de cinco grandes acciones, pertenecientes a diversas industrias, considerando un periodo de cinco años. El NSGA y el AG con una función de agregación, producen resultados similares. Ambos técnicas basadas en AG fueron consideradas mejores que la programación cuadrática por su capacidad de generar varias soluciones no-dominadas en un solo funcionamiento.

Chang et. al. (1996) utilizan un AG con función de agregación para resolver problemas de optimización de portafolios, considerando como...
objetivos. Minimizar la varianza total (riesgo) y asegurar una rentabilidad para el portafolio. También considera el restringir el número de activos de inversión. Un aspecto interesante de esta aplicación es que el retorno esperado debe ser satisfactorio de forma exacta. Los autores usan AG de estado constante con selección a través de torneo binario, cruza uniforme y un operador de mutación limitado.

El AG es comparado con búsqueda Tabu y recorrido simulado utilizando la misma función de agregación. Shoef & Foster (1996) usan un AG con una combinación lineal de ponderaciones para selección de portafolio basado en el modelo de Markowitz, considerando dos objetivos: minimizar la varianza y maximizar el retorno. Los autores usan representación binaria, cruza mono-punto y mutación uniforme. Los resultados son comparados con el uso de un enfoque tradicional de selección de portafolios. El AG propuesto supera al método tradicional en términos de la calidad de soluciones producidas. Castro (2005) realiza un estudio comparativo de tres técnicas basadas en algoritmos evolutivos para optimización multi-objetivo y así generar múltiples soluciones (valores) de un portafolio de inversión. Para conformar las carteras toma los valores de la Bolsa de Valores de México. Las técnicas comparadas son NSGA-II, PAES y micro-AG.

Parisi et al (2004) utilizan un AG recursivo para analizar la eficiencia de varios modelos multi-variantes dinámicos, el cual permite predecir el signo de las variaciones semanales de los índices bursátiles IPC, TSE, DJI, y NASDAQ, entendiendo que la predicción de la dirección del movimiento del índice accionario es relevante para desarrollar estrategias de transacción efectivas. Este trabajo ha sido realizado desde un punto de vista netamente financiero, por expertos en finanzas que da una perspectiva diferente a la de los otros trabajos antes mencionados. El enfoque financiero da mayor validez en la aplicabilidad de los resultados obtenidos.

El objetivo de este trabajo es construir un prototipo que contenga toda la funcionalidad necesaria para resolver el problema de rentabilidad y riesgo, mediante la implementación de micro algoritmo genético. El artículo presenta el marco teórico que respalda la applicación y la adaptación de la metodología necesaria para resolver el problema planteados, los resultados obtenidos y las principales conclusiones.

**MARCO TEÓRICO**

**Programación Multi-objetivo (PMO)**
La programación multi-objetivo consiste en encontrar un vector de variables de decisión que satisfaga ciertas restricciones y optimice una función vectorial cuyos elementos representen las funciones objetivo. Estas funciones forman una descripción matemática de los criterios de desempeño que usualmente están en conflicto entre sí y que se suelen medir en unidades diferentes. Por lo tanto, el término optimizar significa "encontrar una solución tal que proporcione valores para todos los objetivos que resulten aceptables para el diseñador" Osiyczka (1984).

El problema de optimización multi-objetivo (POM) se define formalmente como:

Encontrar el vector \( \vec{x} = [x_1, x_2, \ldots, x_n] \) que satisfaga las \( m \) restricciones de desigualdad:

\[ g_i(x) \leq 0 \quad i = 1, 2, \ldots, m \]

y los \( p \) restricciones de igualdad:

\[ h_i(x) = 0 \quad i = 1, 2, \ldots, p \]

y optimize la función vectorial

\[ \bar{f}(\vec{x}) = [f_1(\vec{x}), f_2(\vec{x}), \ldots, f_m(\vec{x})]^T \]

donde \( \vec{x} = [x_1, x_2, \ldots, x_n] \) es el vector de variables de decisión.

Las restricciones definen la región factible \( F \) y cualquier punto en \( F \) forma parte de la solución factible.

Optimizar varias funciones objetivos a la vez, no se traduce en encontrar un óptimo para cada función, sino en proponer un conjunto de puntos en la que cada función objetivo contribuya en alcanzar una buena aptitud global, la cual será establecida y evaluada por el diseñador, un inversionista en nuestro caso. Así el concepto de óptimo que se maneja en PMO es diferente a programar una sola función objetivo, ya que se sustenta en un compromiso entre todas las variables que satisfacen las restricciones, es decir, una solución global de la optimización. Esta noción de "óptimo" fue propuesta por Pareto en 1886 y conocida como el "óptimo de Pareto" y su definición formal es la siguiente:

**Definición 1: Óptimo de Pareto**
Dadas \( k \) funciones objetivo del problema, decimos que un punto \( \vec{x} \in P \) es un óptimo de Pareto si para toda \( \vec{y} \in P \), tal que para toda \( i = 1, 2, \ldots, k \)

\[ f_i(x) \leq f_i(y) \]

y, al menos existe una i tal que

\[ f_i(x) < f_i(y) \]

Esta definición dice que \( \vec{x} \) es un óptimo de Pareto si no existe dentro del espacio de búsqueda \( F \) un vector factible \( \vec{x} \) que mejoraría algún criterio, sin hacer que
empeore al menos otro de ellos, es decir, que lo domine, por lo que se le conoce a $x^*$ como una solución no dominada.

Definición 2. Dominancia de Pareto

Un vector $\bar{u} = (u_1, \ldots, u_k)$ se dice que domina al vector $\bar{v} = (v_1, \ldots, v_k)$ denotado por $\bar{u} \prec \bar{v}$ si y solamente si es parcialmente menor que $v$, es decir:

$$\forall i \in \{1, \ldots, k\}, u_i \leq v_i \land \exists i \in \{1, \ldots, k\} : u_i < v_i$$

El óptimo de Pareto casi siempre produce no una, sino un conjunto de soluciones a las que se llaman no dominadas.

Definición 3. Conjunto de Óptimos de Pareto.

Dado un PMSO $\bar{f}(x)$, el conjunto de óptimos de Pareto $P_{\text{opt}}$ se define como:

$$P_{\text{opt}} = \left\{ x \in F : \exists x \in F, \bar{f}(x) \prec \bar{f}(x) \right\}$$

A partir de la definición 3 se define el Frente de Pareto como el conjunto de puntos que forman el conjunto de óptimos de Pareto, es decir, el frente de Pareto son los valores de las funciones objetivo correspondientes a las soluciones que pertenecen al conjunto de óptimos de Pareto.

Resulta imposible determinar de manera analítica la expresión matemática que corresponde al frente de Pareto de un problema arbitrario. Aproximar dicho frente es precisamente el objetivo de la optimización multi-objectivo.

Algoritmos Inteligentes

La tendencia de las investigaciones en el área de la inteligencia artificial han derivado en métodos de búsqueda de exploración que son casi similares con modelos biológicos y físicos que permiten resolver problemas de optimización, a continuación haremos una revisión que puede ampliarse en Fonseca y Fleming (1993), Michalewicz (1996) Torres et al (2006).

La Computación Evolutiva (CE) es un enfoque alternativo para abordar problemas de búsqueda y aprendizaje a través de modelos computacionales de procesos evolutivos implementado a través de algoritmos evolutivos (AE). El proceso genérico de los AE consiste en guiar la búsqueda estocástica haciendo evolucionar a un conjunto y seleccionar de modo iterativo las mas adecuadas. La CE forma parte a su vez de un conjunto de metodologías de resolución de problemas que imitan comportamiento con mayor o menor exactitud, como las redes neuronales Hertz et al (1991), la solidificación simulada Fonseca y Fleming (1993), todas ellas se engloban bajo el término computación natural.

En general, se llama Algoritmo Evolutivo a procedimientos estocásticos de búsqueda basado en el principio de evolución. Dicho principio tiene la finalidad última de la supervivencia del más apto y su forma de conseguirlo es por adaptación al entorno. Concretamente, al implementar un algoritmo a una población de individuos que representan un conjunto de candidatos a soluciones de un problema, esta se somete a una serie de transformaciones con las que actualiza la búsqueda y después a un proceso de selección que favorece a los mejores individuos. Cada ciclo de transformación más la selección, constituye una generación.

Para simular el proceso de evolución, un AE requiere de:

1. Una población de posibles soluciones debidamente representadas a través de individuos.
2. Un procedimiento de selección basado en la aptitud de los individuos.
3. Un procedimiento de transformación, esto es, de construcción de nuevas soluciones a partir de las disponibles actualmente.

Los algoritmos genéticos (AG) que se han desarrollado bajo el esquema evolutivo, hacen evolucionar una población inicial que esta codificada como enteros binarios, sometiéndola a transformaciones unitarias y binarias genéricas, dentro de un proceso de selección. Así dentro de la implementación de un algoritmo genético es crucial definir el proceso de selección, el proceso de reproducción que hacen uso de los operadores genéticos.

Tratamiento de problemas Multi-objectivo con técnicas evolutivas

El área de investigación nombrada optimización evolutiva multi-objectivo, se basa en la búsqueda de soluciones utilizando un algoritmo evolutivo (AE) como una forma alternativa para resolver problemas que presentan varios objetivos a la vez. La primera implementación de un algoritmo evolutivo multi-objectivo fue presentado por Shaffer (1985). Vector

Figura 1. Bucle básico de un algoritmo genético (AG)

La implementación del mecanismo de elitismo en el contexto de optimización multi-objetivo, se realiza a través de una población secundaria, en la que se almacenan los individuos no dominados, encontrados durante el proceso de búsqueda. Dentro de los algoritmos de segunda generación los interesan por su buen comportamiento y aplicaciones en el área de las Finanzas, los desarrollados por Castro (2005) Srivivas y Deb (1994) y Coello y Toscano (2001).

Modelo de Markowitz como Problema de Programación Multi-objetivo
El modelo de Media-Varianza de Markowitz (1952) se define como la optimización simultánea de dos funciones objetivo.

Rendimiento del portafolio
$$\text{Max } E(R_p) = \sum_{i=1}^{n} w_i \times E(R_i)$$

Riesgo del Portafolio
$$\text{Min } \sum_{i=1}^{n} \sum_{j=1}^{n} w_i \times \rho_{ij} \times w_j$$
$$\text{s.t. } \sum_{i=1}^{n} w_i = 1, \ w_i \geq 0$$

Después de una revisión de las referencias bibliográficas de la aplicación del enfoque del paradigma evolutivo se plantean las siguientes consideraciones:

La primera pregunta que surge, es por que no diseñar tan solo un algoritmo que solucione el problema cuadrático propuesto inicialmente por Markowitz. Al respecto Vedejaran et al (1997) señala que para un portafolio de tamaño n, el conjunto de datos de entradas es $$2^n n(n-1)/2$$, por lo que si n es grande puede ser laborioso seguir la pista de todos los coeficientes de correlación, y se pueden generar problemas por restricciones de almacenamiento de memoria. Además, y más restrictivo que lo anterior, es que para resolver el problema es necesario que la matriz de covarianzas sea positiva y si existen discrepancias numéricas (por ejemplo imprecisión por redondeo), esta suposición podría ser violada y no se podría resolver. Esto no es improbable con datos reales particularmente cuándo n es muy grande, dado que las covarianzas son estimaciones de series de tiempo de los precios de los instrumentos financieros reales.

Por otro lado, debido al escaso uso del modelo, éste no considera aspectos como el costo de transacción por cambios en el portafolio y una mayor diversificación del portafolio.

Para incorporar la diversificación del portafolio es necesario agregar la restricción:
$$\forall i \in \{1,2,...,n\} : w_i \leq w_i^{\text{max}}$$

Donde $$w_i^{\text{max}}$$ es una constante.

La variante que considera el costo de transacción por cambios en el portafolio (rebalanceo), causa problemas al algoritmo cuadrático, cuestión que puede ser resuelta en el enfoque multi-objetivo introduciendo una tercera función objetivo a ser minimizada.

$$f_{\text{cost}} = \sum_{i=1}^{n} c \times (w_i - w_i')^2$$

Donde $$w_i' \in R_+$$ es la participación inicial del instrumento financiero i en el portafolio, que va a ser potencialmente cambiado, debido a transacciones por rebalanceo y la constante $$c \in R$$ es el costo de transacción del instrumento financiero i.

Micro Algoritmo Genético para Optimización Multi-objetivo
El Micro Algoritmo Genético para Optimización Multi-objetivo (micro-AG), fue creado y desarrollado por Toscano (2001), técnica utilizada en este estudio por las siguientes razones:

1. Es altamente competitiva.
2. Es eficiente.
4. No presenta mayores dificultades de implementación.

El Micro-AG es un algoritmo genético con una población de tamaño muy pequeño y un proceso de re-inicialización, combinado con un archivo externo para guardar los vectores no-dominados encontrados previamente y un mecanismo para mantener...
diversidad, basado en distribución geográfica, para resolver problemas de optimización multiobjetivo de diferentes graus de complejidad.

**Esquema general del micro-AG.**
Inicialmente se llena la memoria de población (P) con individuos generados aleatoriamente. Esta memoria está dividida en dos partes: una reemplazable (Pr) y otra no reemplazable (Prr). De esta memoria, el micro-AG obtendra una pequeña población de trabajo (Pr) para evolucionarla. Tras la ejecución del micro-AG se realiza un filtro, para eliminar las soluciones dominadas y finalmente quedarse con solo dos soluciones (S1) y (S2). Posteriormente estas se comparan contra un par de contendientes, si existe más de una solución no-dominada de (P), si (S1) o (S2) dominan a sus adversarios, ocupan un lugar en (P) y finalmente tanto (S1) como (S2) se insertan en el archivo histórico. Comienza el ciclo otra vez, hasta que se alcanza la condición de término. La evolución de (P) por parte del micro-AG es realizada en forma tradicional: se realiza selección, cruzan, mutan y elitista hasta que se alcanza la convergencia nominal. En el caso del micro-AG la convergencia nominal se alcanza cuando se ha cumplido cierto número de iteraciones.

**METODOLOGÍA**

**El problema a resolver**
La Teoría de Selección de Portafolios de Markowitz (1952) tiene características propias, tanto en su definición como en su solución, ya que, sus supuestos permiten el modelado matemático, a partir de los cuales se establecen los requerimientos para obtener buenas soluciones Castro (2005).

**Características del problema**
La elección de la frontera eficiente, es un problema de optimización multiobjetivo (POM) que se caracteriza por la variedad de activos financieros, y los porcentajes de riqueza invertida en cada uno de ellos, lo cual hace que el espacio de búsqueda formado por sus posibles combinaciones crezca de manera exponencial.

El problema planteado por Markowitz plantea los siguientes requerimientos:
1. Dado un conjunto de activos financieros, mostrar una perspectiva de las mejores combinaciones posibles de rentabilidad y riesgo.
2. Dado un nivel de riesgo, obtener la máxima rentabilidad.
3. Dado un nivel de rentabilidad, obtener el mínimo riesgo.

**Propuesta de solución**
Se propone la construcción de una aplicación que por medio de un Algoritmo Evolutivo para Optimización Multi-objetivo permita la resolución del problema de Media-Varianza. La técnica a utilizar es el Micro Algoritmo Genético para Optimización Multi-objetivo.

**Fundamentos de la solución**
1. El problema de Markowitz puede ser planteado de una forma multiobjetivo.
2. Existen grandes similitudes en conceptos fundamentales entre la teoría de portafolio y la optimización multiobjetivo. En la teoría de portafolio se introdujo el concepto de dominación que establece que es preferible la cartera con menor riesgo; y de la misma manera, para cada clase de riesgo es preferible la inversión con mayor rentabilidad, tipo Pareto (1986). El Fronto de Pareto, que representa el conjunto de los mejores valores para las funciones objetivo que se pretenden optimizar en distintas combinaciones de cada una de ellas, lo cual corresponde al concepto de Frontera Eficiente que es el conjunto de valores óptimos para el problema de Media-Varianza, ya que está compuesto por los portafolios con las rentabilidades más altas para cada nivel de riesgo.
3. La computación evolutiva, y en particular los algoritmos genéticos son métodos de búsqueda y optimización, Pérez-Serrado (1996). su efectividad y eficiencia está más que probada a través de diversas experiencias publicadas en la literatura referente a investigación de operaciones y ciencias de la computación.

**Datos**
Es necesario contar con un volumen de datos que abarque un período importante de años y se requiere que estos datos se presenten de manera uniforme. Para realizar esta investigación se trabajó con las acciones que se transan en la bolsa de Valores de Santiago de Chile y se definió un periodo de tiempo de 10 años (1996-2005). 7 años para evaluar el comportamiento de los portafolios y 3 años para evaluar el valor predictivo del modelo. Se consideró una periodicidad de dos meses, quedando setenta y cuatro activos para realizar el ejercicio. Se realizaron dos procesos, uno con una cartera sin restricciones de cardinalidad y otra con una cartera compuesta por 12 activos Evans y Archer (1988).

\[
\text{Etapas del proceso}
\]

1. Definición de funciones objetivos

\[
\begin{align*}
\text{maximizar } & \quad E(R_p) = \sum_{i=1}^{n} w_i \cdot E(R_i) \\
\text{minimizar } & \quad \sigma_p = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n} w_i \cdot w_j \cdot \sigma_{ij}}
\end{align*}
\]

sujeto a:

\[
\begin{align*}
\sum_{i=1}^{n} w_i &= 1 \\
\sigma_p &\leq 12
\end{align*}
\]

\[n = \text{número de activos a invertir (restricción de cardinalidad)}\]

2. Diseño del cromosoma

Los cromosomas que se utilizan en este trabajo están compuestos por 74 genes, uno para cada activo financiero. Cada gen representa el porcentaje de riqueza invertida para cada activo del portafolio. Existen varias posibilidades de tamaño para los genes, lo cual establece la cantidad de valores dentro del rango específico, en este caso entre cero y uno, que puede representar cada gen y por lo tanto la precisión de cada instrumento financiero y el modelo.

Cuadro 1. Parámetros para la ejecución del micro-AG

<table>
<thead>
<tr>
<th>Representación</th>
<th>Binaria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Número de genes</td>
<td>74</td>
</tr>
<tr>
<td>Tamaño del gen</td>
<td>20 bits</td>
</tr>
<tr>
<td>Tamaño del cromosoma</td>
<td>1480 bits</td>
</tr>
<tr>
<td>Generaciones</td>
<td>1000</td>
</tr>
<tr>
<td>Tipo de selección</td>
<td>Torneo binario con base en dominancia y relación rentabilidad / riesgo</td>
</tr>
</tbody>
</table>

| Probabilidad de cruza | 50%     |
| Tipo de cruza         | 2 puntos |
| Probabilidad de mutación | \(3 / (\text{bits del cromosoma}) = 3 / 1480 = 0,002027027\) |
| Probabilidad de mutación Knapsack | \(3 / (\text{genes del cromosoma}) = 3 / 74 = 0,040540541\) |
| Tipo de mutación      | Bit a bit. Para la mutación Knapsack gen a gen |
| Divisiones del espacio de Solución es | 15 |
| Tamaño del Fronte de Pareto | 140 individuos |
| Tamaño de la Memoria de Población | 70 individuos |
| Porcentaje no reemplazable de la memoria de población | 30% |
| Ciclo del segundo círculo | 24 |
| Funciones Objetivo    | 2       |
| Valor de restricción de cardinalidad | 12 |
3. Problema de mochila o similitudes a Knapsack

Teniéndose $n$ objetos distintos y una mochila, cada uno de los objetos tiene asociado un peso positivo $w_i$ y un valor positivo $v_i$ para $i = 1, 2, ..., n$. La mochila puede llevar un peso que no sobrepase $W$. Teniendo en cuenta estos datos, el objetivo es llenar la mochila de tal forma que se maximice el valor de los objetos transportados en ella. Hay que considerar que la suma de los pesos no debe superar la capacidad máxima $W$ de la mochila.

\[
\text{Maximizar } \sum_{i=1}^{n} x_i v_i \\
\text{sujeto a: } \sum_{i=1}^{n} x_i w_i \leq W
\]

\[Y_i > 0\]
\[w_i > 0\]
\[x_i \in \{0, 1\}\]
\[i = 1, ..., n\]

4. Heurística de búsqueda local

El funcionamiento de la Heurística de búsqueda local está representado por la Figura 4.

5. Parámetros del algoritmo

Los parámetros se muestran en el Cuadro 1.

RESULTADOS

Los Cuadros 2, 3 y 4 muestran los resultados del estudio desarrollado.

CONCLUSIONES

El desempeño de esta aplicación experimentó un notable progreso en la etapa de ensayo, en la cual el algoritmo fue probado en distintas situaciones, las cuales generaron algunas modificaciones del modelo presentado como diseño inicial.

De las mejoras realizadas, gran parte fueron producto de la observación empírica, motivada por la significancia de los cambios producidos, y también por la necesidad de reducción del tiempo de ejecución del algoritmo.

El resultado arrojó un rendimiento superior del micro-AG comparándolo con otros algoritmos, ya que en varias de las pruebas realizadas presentó un mejor rendimiento que otros más estudiados en el tiempo como el Non-dominated Sorting Genetic Algorithm II (NSGA II) y Pareto Archive Evolution Strategy.

<table>
<thead>
<tr>
<th>Tabla 2. Determinación del frente Pareto (Portafolio frontera)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cantidad de generaciones</td>
</tr>
<tr>
<td>--------------------------</td>
</tr>
<tr>
<td>150</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1000</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Tabla 3. Tamaño frente de Pareto sin restricción de cardinalidad

<table>
<thead>
<tr>
<th>Cantidad de generaciones</th>
<th>Tiempo de ejecución</th>
<th>Tamaño frente de Pareto</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>43 minutos</td>
<td>56</td>
</tr>
<tr>
<td>100,000</td>
<td>1 hora 30 minutos</td>
<td>57</td>
</tr>
<tr>
<td>200,000</td>
<td>2 horas 9 minutos</td>
<td>77</td>
</tr>
</tbody>
</table>

(PEAES). Cuando se realizan pruebas con funciones objetivo que tienen restricciones, el micro algoritmo genético presente su rendimiento más bajo.

Lamentablemente, en el mercado chileno, la información histórica es escasa para los requerimientos del modelo. El hecho de trabajar con una restricción de siete años, hace que el modelo no pueda predecir con suficiente precisión el comportamiento de los portafolios de inversión, ver Figuras 5 y 6. Analizando las proyecciones de rentabilidad se observó un proceso de sobreestimación de las rentabilidades en los distintos niveles de riesgo, especialmente en la construcción de portafolios con restricciones de cardinalidad.

Es necesario considerar como aspecto que atienda contra la fiabilidad del modelo la periodicidad de las observaciones y las características particulares del periodo que se utilizó para la estimación de las rentabilidades. La aplicación construida no es un tomador automático de decisiones financieras que permite elegir en forma mecánica que portafolio de inversiones es el más conveniente para invertir, sino que un prototipo que contiene toda la funcionalidad necesaria para resolver el problema de rentabilidad y riesgo. El Administrador financiero deberá evaluar que ponderación le dará a los resultados de este estudio con respecto a las otras variables que maneja para tomar sus decisiones.

Esta investigación abre una interesante puerta hacia futuros proyectos que permitan simular y optimizar decisiones financieras, desarrollando nuevos modelos y adaptándolos a las características y limitaciones de cada mercado en particular.
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Tabla 4. Tamaño frente de Pareto con restricción de cardinalidad de 12 activos por portafolio

<table>
<thead>
<tr>
<th>Cantidad de generaciones</th>
<th>Tiempo de ejecución</th>
<th>Tamaño frente de Pareto</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>1 hora 12 minutos</td>
<td>58</td>
</tr>
<tr>
<td>100,000</td>
<td>2 horas 20 minutos</td>
<td>80</td>
</tr>
<tr>
<td>200,000</td>
<td>2 horas 54 minutos</td>
<td>75</td>
</tr>
</tbody>
</table>


